JlaGoparopnas padora 9
Anaim3 SQL injection atak MoaeJIAMHU IT1y0OOKOr0 00y4eHUs

Jlan maracetr SQL injection arak

https://www.kaggle.com/datasets/gambleryu/biggest-sql-injection-dataset

Pa3paboraTh 1 mpoTecTUpOBaTh MOJIEIH IITy0oKoro o0yuenus s kinaccudukanuu atak SQL
Injection Ha ocHoBe faraceta. [IlpoBecTr CpaBHUTENBHBIN aHATIN3 PA3IMYHBIX AITOPUTMOB.

Pa3zpaborars u mpoTecTUpOBAaTh MOJICTTN HEMPOHHBIX ceTel st kinaccupukamnmu atak SQL
Injection Ha ocHOBe maracera Biggest SOL Injection Dataset. [IpoBecTr cpaBHUTEIbHBIH aHATH3
Pa3JINYHBIX APXUTEKTYP HEUPOHHBIX CETEH.

9Tanbl BHINOJIHEHUS

1. [ToaroroBka NaHHBIX

1. 3arpy3ka qaHHBIX
o Cxauatp naracer ¢ Kaggle u 3arpy3uts B cpeny paspadborku (Google Colab,
Jupyter Notebook, PyCharm).
o MHcnonp3oBate pandas u numpy asist paboThl C JTaHHBIMH.
2. AHaJu3 JaHHBIX
o Omnpenenuts neneByro nepeMernyto (merka SQL Injection / 6e30macHsbIit 3ampoc).
o IIpoBeputh 6ananc kinaccoB (value counts()).
o Wsyuuts TekcroBsle npusHaku (Hanpumep, URL, HTTP-3anpocsl, mapameTpsr).
o IlpoBeputh Hamnuue nponyuieHHbIX 3HadeHui (df.isnull().sum()).
3. TIpeno6padoTka TaHHBIX
o 3amoJHMUTh WIN YIAIUTh MPOIYIEHHbIE 3HAYECHUSI.
o O4YHCTUTH TEKCTOBBIC TaHHBIC (yaJIeHUE CIEIIATIbHBIX CHMBOJIOB, HOpMaJIN3a-
1Usl).
o IIpeoOpa3zoBark TeKCT B uncioBoil popmar (ucnonb3osars TF-IDF, Word2Vec,
FastText, CountVectorizer).
Paznenuth nannbie Ha 00y4aroOIyI0 U TECTOBYIO BRIOOPKH (train_test split).
[TpeoOpa3oBath JaHHbIE B (hopMart, MOAXOIAIMN A7 HelpoceTeil (reshape,
to_categorical my1s 11es1€BOI IepeMeHHO ).

2. O0yuyeHue HEHPOHHBIX ceTel
OOyuuTh U IPOTECTUPOBATH TPU THIA HEHPOHHBIX CETEH:
2.1 IToanocBsizHas HeliponHasi ceTh (Dense Neural Network, DNN)
ApxuTekTypa:
o Bxonnotii cnoii (Input Layer).
o Heckonbko ckpbIThIX cioes ¢ Dense n ReLU.
o Dropout (a5 npenoTBparieHus nepeodyyeHus).

o BrixonHoii cioi ¢ sigmoid (ecnu OmHapHas kiaaccudukaims) win softmax (ecim MHOTO-
KJIacCOBas).


https://www.kaggle.com/datasets/gambleryu/biggest-sql-injection-dataset
https://www.kaggle.com/datasets/gambleryu/biggest-sql-injection-dataset

buboanorexkn:

e TensorFlow/Keras
e Dense u3 tf.keras.layers

I'unepnapameTpsl 1Jisl HACTPOHKU:
o KonuyecTBo C10€B 1 HEMPOHOB.
o learning rate (ontumuzarop Adam).
e Dbatch size, epochs.
2.2 CBeprouHas HeiiponHasi ceTb (Convolutional Neural Network, CNN)
ApxuTeKTypa:
e Bxoanotii cinoii (Input Layer), npeoOpa3yromiuii nanasie B 2D-maTpuiry.
o Embedding cioii st mpencraBiaeHus CIOB B BEKTOPHOM BHUJIE.
e ConvlD cnou nns 06pabOTKH TEKCTOBOW MH(MOPMAIIH.
o BatchNormalization u ReLU st ymydiienus CXOAUMOCTH.
e MaxPooling1D ans cHMKEHUSI Pa3MEPHOCTH.
e Flatten u Dense mist kiraccuukammm.
buboanorexn:
o Embedding, ConvlD, MaxPooling1D, Flatten, Dense u3 tf.keras.layers.
I'mnepnapamerpsbi:
o KonnuectBo ¢punsTpoB u pazmep aapa B Convl1D.
e Pasmepnocts MaxPooling1D.
o KomnuectBo Dense-cioes.
2.3 PexyppenTHas HeiipoHHas ceThb (Recurrent Neural Network, RNN)
ApxurekTypa:
o Embedding cnoii 1u1st mpeacTaBiaeHus CIOB B BUJIE INIOTHBIX BEKTOPOB.
e LSTM umm GRU cnoit nst 00pabOTKH MOCIE0BATEILHOCTH 3aIPOCOB.
o Dropout u BatchNormalization ans perynspusanuu.
e Dense cio#t 11st KimaccupuKaIm.
bubauorexn:
e Embedding, LSTM, GRU us3 tf keras.layers.
I'mnepniapamerpsi:
e KonunuectBo LSTM-HelpoHOB.

e KommuyectBo cimoes LSTM.
o Paswmep batch_size.



3. Onenka moaeJiei

1. MeTpukHu KadecTBa
accuracy
precision
recall
Fl-score
ROC-AUC
2. Kpocc-Baauaanus
o HcnonwszoBanne KFold nmm StratifiedKFold.
3. Buyaauzanus o0yueHus
o I'padukwu loss u accuracy o 3moxam.
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4. AHAJIN3 U BBIBOABI

1. CpaBHUTb pe3ysbTaThl BCEX MOAETICH:
o Kakas apxutekrypa paboraer mydmie?
o Bpems oOy4yeHus ka0 MOJIEIH.
o Kak 00paboTka BXOAHBIX TaHHBIX BIHSET HA Pe3yNbTaT?
2. Cpenarb BBIBOJBI O TPUMEHUMOCTH HEHPOCETEBBIX MOZETICH K 3a/1aue KIIacCH(PUKALIUN
arak SQL Injection.

5. TpeOoBaHusi K 0TYETY

1. Koa ¢ koMMeHTapusMH.
2. T'paduku u TabIUIBI C pe3yabTaTaMu.
3. OmnucaHue pe3yabTaToB U BHIBOJIBI.



